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Abstract:
Traditional education and many Intelligent Tutoring Systems (ITSs) still focus on one-way
indoctrination and lack the cultivation of students’ independent learning abilities. This
article innovatively applies artificial intelligence to Socratic Method, guiding students to
solve problems independently through a series of questions rather than direct answers.
The main contributions include: (1) A personalized knowledge path planning algorithm is
designed, using Q-matrix and student test records to update students’ knowledge mastery.
Combined with the graph database, Dijkstra algorithm is used to construct knowledge
path. (2) We utilized the retrieved knowledge path and modified Least-to-Most Prompting
to guide GLM-4 to generate an orderly and controllable question sequence. We also
design an interactive algorithm to help students think about the answers by interacting
with them. (3) A heuristic question sequence generation system is implemented with
the objective of promoting students’ self-learning through chapter testing and question
answering. Experiment and user study show that the efforts made by this paper in retrieval
augmented generation have a positive effect on improving the impact of question sequence
generation.

1. Introduction
In the history of education, Socratic Method represents

a highly influential educational philosophy that emphasizes
guiding students to self-discovery and self-education through
dialogue and questioning. The core of this method is that
teachers do not impart knowledge directly, but stimulate
students’ curiosity and critical thinking by asking a series of
questions, prompting them to explore the nature of the problem
in depth.

Under the background of modern education, the demand
for personalized learning is growing rapidly. Teachers’ limited
energy is difficult to support the teaching of all students
in the class in accordance with their aptitude. Therefore,
providing personalized feedback to different students’ doubts
has gradually become one of the research focuses in the field
of Artificial Intelligence in Education (AIED). Compared with
recommending relevant teaching content to students to pas-
sively learn, asking students back questions is more conducive

to promoting students’ independent thinking and inspiring
students to solve new problems through knowledge recall and
search (Connor-Greene, 2000). Currently, few works consider
inspiring students to think independently as the development
goal of ITSs. For doubts raised by students, the existing system
does not have the ability to ask questions back, and it cannot
allow students to solve their original doubts by answering
questions step by step.

Designing such an algorithm requires ensuring that the
question sequence can effectively inspire learners’ thinking
and understanding, which involves the assessment of the
learner’s knowledge level, the recognition of knowledge path,
and the generation of question sequences. The capacity of
Large Language Models (LLMs) to generate text with great
power opens up new possibilities for question sequence cre-
ation. In particular, the Chain-of-Thought (CoT) prompting
approach significantly enhances the logical reasoning abilities
of LLMs, and coincides with the generation of progressive
question sequences explored in this paper. However, relying
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solely on LLMs to generate questions inevitably leads to
the hallucination, which is unacceptable in the education
field. Therefore, how to generate high-quality and controllable
question sequences using LLMs becomes one of the issues
to be solved in this paper. Knowledge graphs can express
the knowledge structure of a course according to logical
relationships. By retrieving the graphs, it is possible to provide
a priori knowledge for models, which could potentially address
the above issue. By assessing the knowledge acquisition level
of students and providing structured knowledge representation
for LLMs, it is anticipated that the system will be able to
generate high-quality question sequences.

Based on the above background, the issue that this paper
seeks to address is: to generate personalized heuristic question
sequences for different questions raised by different students
(hereinafter referred to as target questions), and to inspire
students to form solutions to the target problems by letting stu-
dents gradually think about sub-problems, which can cultivate
students’ independent learning ability. Our research questions
are deconstructed into the following key points:

1) What is the basis for generating the question se-
quence? The algorithm needs to start from the knowledge
points that students have mastered, search for personal-
ized knowledge paths that can reach their target questions,
and generate corresponding heuristic question sequences
based on this path to build a scaffolding between mastered
and unmastered knowledge.

2) How to generate personalized question sequences for
different students’ learning status? Different students
have different knowledge absorption conditions, and there
are differences in their mastery of course content. There-
fore, it is necessary to design knowledge level assess-
ment algorithms that are accurate and support real-time
updates.

3) How to guide students to answer questions step
by step? This paper needs to study how to generate
a logically progressive question sequence and improve
the controllability of the question form. In addition, the
sequence of questions requires students to solve them
sequentially, which requires the algorithm to have the
ability to conduct multiple rounds of dialogue with stu-
dents.

2. Related works
Asking students questions is more helpful to improve

learning results than letting students study textbooks(Connor-
Greene, 2000). Currently, most intelligent human-computer in-
teraction systems on the market are conversational and require
question generation capabilities to identify user needs (Mulla
& Gharpure, 2023). As for education, Scaffolding Instruction
is helpful to cultivate students’ metacognitive ability. This
method breaks down complex problems into several simple
problems, and guides students to gradually build new knowl-
edge schema on the basis of the established knowledge schema
by setting up scaffolding. However, to integrate scaffolding
teaching method into human-computer interaction system, it
is necessary to study the intelligent generation of question

sequences that can inspire students’ thinking according to
students’ doubts.

Question generation is related to whether the algorithm
can effectively promote students’ independent thinking. How-
ever, at present, relevant researches focus on generating a
single question based on facts or answers, and there is a
lack of exploration of the generation mechanism of multiple
related questions. The powerful text generation capability of
LLMs brings new possibilities for the generation of problem
sequences. In recent years, researchers have initiated a new
research field, prompt engineering, with the objective of inves-
tigating the capacity of LLMs to learn based on context. This
endeavor aims to identify more suitable input texts that can
guide the model to generate the desired output or accomplish
a specific task, which is a significant reference for this paper.
Therefore, this section will focus on the problem generation
algorithm and prompt engineering literature review.

2.1 Question generation
In the field of intelligent education, many ITSs rely on

hand-crafted rules by experts to generate feedback (St-Hilaire
et al., 2022), or use template-based methods to create ques-
tions, or generate static questions (Chen et al., 2018). As
the rules or templates are handcrafted, the scalability and
coverage of this approach are very limited, and designing
templates requires a lot of manpower and resources. In order
to make the questions more relevant to the learning of different
students, a recent work by Srivastava and Goodman (Srivastava
& Goodman, 2021) proposed a difficulty-controlled model to
generate personalized questions based on the level of students.
Lately, there have also been studies on the application of pre-
trained language models to language translation education.
Kulshreshtha et al. (2022) proposed a method to automati-
cally generate personalized feedback. By combining causality
analysis and Transformer based on text similarity, the method
can identify the correct and wrong parts or missing parts
in students’ answers, and ask questions in natural language
to guide students to find the correct answers. Bulathwela et
al. (Bulathwela, Muse, & Yilmaz, 2023) used S2ORC (Lo
et al., 2020), SQuAD 1.1 (Rajpurkar et al., 2016) and SciQ
(Welbl, Liu, & Gardner, 2017) to conduct multi-stage pre-
training and fine-tuning of T5 model (Raffel et al., 2020) to
generate questions of science courses. This study proved that
training at each stage contributes to the quality of question
generation of language model.

In essence, the above-mentioned question generation al-
gorithms generate simple questions with single sentences by
direct mapping. However, in real teaching scenarios, teachers
and students are highly interactive. When students need to
solve their own problems, teachers will constantly provide
heuristic feedback for students’ questions or answers. In order
for ITS to be able to give similar feedback like a human
teacher, we must ensure that it can interact with students
like a human teacher (Alkhatlan & Kalita, 2019), that is,
generate a heuristic sequence of questions based on student
questions to guide students to find answers step by step.
Although the generation of question sequences is a relatively
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underdeveloped area in national and international research,
the stepwise reasoning of LLMs and the mounting of the
knowledge base is helpful for contributing to this field.

Fig. 1. Flow chart of heuristic problem sequence generation
algorithm.

2.2 Prompt engineering on LLMs
With the sharp increase in the parameters of deep learning

models, context-based learning capabilities such as GPT-4
and GLM-4 emerged. People can directly apply the pre-
trained model to new tasks instead of fine-tuning it (Li et
al., 2023; Yang et al., 2022). Therefore, Prompt Engineering
has attracted the attention of scholars at home and abroad.

Many prompt schemes have been proposed in recent years,
and these schemes have their own advantages and limita-
tions in different application scenarios. Among them, the
Chain-of-Thought (CoT) prompting (Chowdhery, 2023; Wei
et al., 2022) has taken an important step in narrowing the gap
between human intelligence and machine intelligence. Inspired
by CoT, Liang et al. (2023) define the Question Generation
over Knowledge Bases (KBQG) task as a reasoning problem,
in which the generation of complete question is divided into
the generation of a series of sub-problems, and similar logical
forms are selected from the unlabeled data pool based on the
vector similarity of logical forms, so as to guide the LLM
question generation.

However, if the question to be solved by LLMs is more
complex than the example shown in the prompt, the CoT
prompting often performs poorly. Zhou et al. proposed the
Least-to-Most prompting (Zhou et al., 2022), which decom-
posed the complex problem into a series of simpler sub-
problems and then solved these sub-problems in order. The
answer inference for each sub-problem depends on all the
sub-problems and their answers in the preceding order. Ac-
cording to the experimental results reported by the authors,
this method can solve more difficult problems than prompt
examples in three tasks: symbolic manipulation, compositional
generalization and math reasoning.

Question generation in education is a knowledge-intensive
task, and the content generation needs the guidance of profes-
sional domain knowledge. Compared with fine-tuning LLMs
that require a large amount of expert annotation data and
expensive computing resources, retrieval-augmented genera-
tion (Gao et al., 2023) builds a retrieval system based on
AI models to access external knowledge sources to construct
hints. This approach respects the facts, produces traceable an-
swers, helps alleviate the “hallucination” problem, and appeals
to a large number of educational practitioners who prefer
“plug and play.” Wang et al. (2022) explored the impact of
various factors on the generation of educational questions
by prompting LLMs. These factors included the structure,
source, number, and text length of examples. To assess the
influence of these factors on the generation of questions in a
series of generation scenarios, the researchers employed index
calculation and manual inspection. The objective is to identify
a set of strategies that are most likely to prompt high-quality
questions.

3. Method

3.1 Overview
To solve the research questions proposed in this paper, im-

plement the heuristic problem sequence generation algorithm,
and be able to effectively interact with students, this chapter
needs to complete the following work in order. The overview
of the algorithm design is shown in Fig. 1.

1) The question sequence that the algorithm presents to
students must adhere to a set of rules and align with
the knowledge structure and logic. Therefore, this paper
needs to construct a knowledge graph according to the
course syllabus as a domain knowledge base to ensure
the accuracy and rationality of the heuristic path.

2) It is essential that the generated heuristic questions adapt
to the current learning state of students, necessitating the
real-time assessment of their knowledge levels. Conse-
quently, this study needs to develop a system to realize the
chapter test function, model the implication relationship
between the test questions and the knowledge points, and
deduce the knowledge point set that the students have
mastered by combining it with the test record.

3) When a student asks a question, the algorithm must be
able to identify the starting point and the end point of the
heuristic path in the course knowledge graph according
to the student’s knowledge level, and plan out a logical
progressive knowledge path as the basis for the language
model to generate the question sequence.

4) The labels and attributes of the knowledge on the path
are different, so the reasonable ways of asking students
questions are also different. Therefore, the algorithm
needs to give different cognitive levels according to
different knowledge descriptions, subsequently regulating
the manner of question formulation.

5) Based on the information such as personalized knowledge
path and question asking method planned by students,
this paper needs a standardized process to construct
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prompt context and guide the LLM to generate question
sequence.

6) The algorithm must possess the capacity for multi-round
dialogue, in which students are posed a question in
turn within the question sequence. Therefore, students
can be guided to finally solve their doubts by gradually
answering sub-questions.

3.2 Construction of course knowledge graph
For the “what to retrieve” problem of retrieval augmen-

tation generation, research conducted both domestically and
internationally has evolved from simple token retrieval (Khan-
delwal et al., 2019) and entity retrieval (Nishikawa et al., 2022)
to more complex structures, such as chunk retrieval (Ram et
al., 2023) and knowledge graph retrieval (Kang et al., 2023).
Sequeda et al. (Sequeda, Allemang, & Jacob, 2023) used the
knowledge graph as additional information related to user
requests to enrich the prompt of the LLMs and applied it
to the question answering task. They found that attaching
the knowledge graph could significantly improve the accu-
racy of the LLMs’ responses. Inspired by the above studies,
this paper chooses to construct a knowledge graph based
on course content as an external retrieval library to provide
domain knowledge as a reference for LLMs. The following
content takes “Software Engineering” as an example. This
paper presents the knowledge structure of the course as a
knowledge graph, which is stored in the Neo4j graph database.
The graph comprises three kinds of nodes: chapter, unit, and
knowledge point. The relationships between nodes are defined
by successor and subordinate, in order to ensure that the
starting point of the retrieved knowledge path is upstream of
the end point.

3.3 Knowledge level assessment
The objective of this section is to elucidate the method-

ology for modeling the knowledge schema established by
students through their test-making records and for representing
the knowledge points that need to be mastered to answer each
test question. Most cognitive diagnosis algorithms employ Q-
matrix to model the specific skills tested by each item, thereby
enabling the model to provide more detailed diagnosis results
and to reveal the mastery of students in specific learning fields.
Inspired by these efforts, we select test questions and label
each question with which knowledge points from the course
syllabus it examined to construct Q-matrix. Specifically, the
Q-matrix is a Boolean matrix with J rows and K columns
consisting of 0 and 1, where J is the number of test questions,
K is the number of knowledge points, and the element in row
j and column k is defined as formula (1).

q jk =

{
0,question j doesn′t test knowledge k
1,question j tests knowledge k

(1)

Every time a student completes a test, the records will be
generated, which is used to generate a student-test matrix Y.
The elements in row i and column j of the matrix are defined
as Formula (2).

yi j =

{
0,student i gets question j wrong
1,student i gets question j right

(2)

Similarly, the element of row i and column k in the student-
knowledge matrix A is defined as Formula (3).

aik =

{
0,student i hasn′t mastered j knowledge k
1,student i has mastered j knowledge k

(3)

Inspired by the Deterministic Inputs, Noisy “And” gate
model (DINA) (De La Torre, 2009) that calculates each
element of the Y-matrix from the Q-matrix and the A-matrix,
In this paper, the calculation method of element is defined as
formula (4).

aik =
J

∏
j=1

= y
q jk
i j (4)

Where J is the number of test questions. Each time a student
completes a chapter test, the system will update the student’s
mastered knowledge to ensure that the student’s knowledge
level can be tracked in real time.

3.4 Personalized knowledge path retrieval
algorithm

According to the knowledge level assessment algorithm,
the students’ established knowledge schema can be recorded,
which can be used as the search scope of the starting point of
their personalized knowledge path. The problems to be solved
in this section are as follows: First, according to the target
questions raised by the students, identify a specific knowledge
point within the knowledge graph as the end point of the
personalized knowledge path; Secondly, develop a knowledge
path and construct a new knowledge schema for students,
drawing upon the existing knowledge schema established by
them. The language model is guided to generate a sequence of
questions according to the path, and the students are inspired
to solve the problem through the progressive questioning of
multiple questions.

To fully represent the semantic information of knowledge
points and support the accurate matching between the target
question and knowledge points, inspired by the research con-
ducted by (Abu-Rasheed et al, 2024), all knowledge points
(including the labels and attributes) in the knowledge graph
are represented as vectors in multidimensional space, and the
knowledge graph is retrieved by the target question.

Since the retrieval between the question and knowledge
point is sentence-level semantic matching, considering the
time cost of the retrieval algorithm, the matching model
chooses a two-tower structure (Reimers & Gurevych, 2019).
includes two feature extraction models based on BERT (Devlin
et al., 2018) with shared parameters. The feature extraction
model takes the question or knowledge point as input, and the
pooling layer maps them into the 768-dimension vector.

The pre-training task of BERT does not include opti-
mizing the representation of the input at the sentence level.
Therefore, loading the pre-training parameters of BERT-Base-
Chinese is insufficient to complete the accurate sentence-level
matching problem, let alone solve the question-knowledge
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retrieval problem in education. This paper takes the approach
of pre-training and two-stage fine-tuning to gradually adapt
the language model to the specific task in this paper. General
Chinese text matching data (Chinese-SNLI, Chinese-MnLI
and OCNLI (Hu et al., 2020)), uestion generation data in
education (LearningQ) (Chen et al., 2018), and specific course
question data (questions designed by teachers in software
engineering, knowledge points examined by the questions and
corresponding descriptions were manually marked, and a total
of 209 question-knowledge points were obtained) were trained
to ensure that the model gradually learns domain knowledge.
It is worth noting that to maintain the consistency of training
paradigms in multiple stages of the model, as well as the
consistency between training and reasoning stages, cosine
similarity is selected in this paper to measure the similarity
between problem Q and knowledge point K, as shown in
formula (5).

sim(Q,K) = cos(Q,K) =
QT K

∥Q∥∥K∥
(5)

Contrastive learning was chosen as the framework to train
the matching model, and the optimization goal follows (Chen
et al, 2020). Let (qi,ki) be the i-th problem-knowledge pairing
in a training batch, and (Qi,Ki) be their vector representation,
then for each (qi,ki), the loss function is designed as formula
(6).

lossqk =−log
esim(Q,K)/τ

N
∑
j=1

esim(Q,K)/τ

(6)

Where N is the amount of data in a training batch, and τ is
the temperature.

Fig. 2. Personalized knowledge path retrieval process.

The question-knowledge matching model is used to retrieve
the starting point and end point in the knowledge graph. Then
Dijkstra, a graph search algorithm that solves the single-source
shortest path problem, is used to find the knowledge path from
start point to end point. Moreover, given that multiple nodes
may belong to a single node and that a single node may depend
on multiple precursor nodes, it is not possible to express a

complete knowledge path by means of a single shortest path.
Consequently, cyclic query is employed to retrieve the sibling
nodes of a node, that is, other nodes that are jointly subordinate
to the next node or that jointly succeed the next node. The
retrieval workflow is shown in Fig 2.

3.5 Bloom cognitive hierarchy recognition model
In educational scenarios, students’ responses to questions

often require higher-order cognitive skills (such as applying,
analyzing, etc.) (Chen et al., 2018). Therefore, this paper
introduces the taxonomy revised by Bloom (Conklin, 2005)
and considers six cognitive levels of knowledge to provide
cognitive level information for knowledge description on the
personalized knowledge path, so that the generated questions
are more consistent with the properties of knowledge.

Considering that some knowledge descriptions may contain
two or more cognitive levels, for example, the corresponding
knowledge goal of “concepts and technologies of association
between objects” is “to explain the association between objects
and related concepts, to implement technologies, and to use
simple association concepts to solve complex association prob-
lems”, which includes two cognitive levels of “understanding”
and “applying”. Therefore, inspired by SpanEmo (Alhuzali
& Ananiadou, 2021), this paper designs a multi-label clas-
sification of cognitive level recognition, which includes six
cognitive levels and one “unrelated”.

Let (Si,Yi)
N
i=1 be a set of N pieces of data with 7 category

labels, where Si represents the knowledge description of the
input model and yi ∈ {0,1}7 represents the collection of Si
labels. As shown in Fig. 3, both the tag set and the knowledge
description are passed to the BERT encoder, and the vector Hi
for each knowledge is obtained from formula (7).

Hi = BERT ([CLS]+C+[SEP]+Si) (7)
Where, [CLS] and [SEP] are specific tokens in the input of
BERT model, represents the label vector of the cognitive level,
Hi ∈ Rseq len×dim, seq len is the length of the input text, dim is
the dimension of token representation vector. This design not
only allows BERT to learn the attention information between
different cognitive levels and knowledge description texts, but
also to learn a vector representation for each cognitive level.

A feed-forward network is further introduced to compute
a prediction score ŷ for each knowledge description, and
then compute the cross-entropy with the real label y as an
optimization target for model training.

In order to facilitate the gradual adaptation of the model to
the cognitive level recognition task, this paper pre-loads BERT-
Base-Chinese for the BERT encoder, then uses LearningQ and
teaching objective data of Software Engineering to finetune
the model in a sequential manner. This approach enables
the model to more effectively learn the specific knowledge
associated with individual courses, while simultaneously ac-
quiring the broader knowledge base associated with the general
educational field. For the knowledge points and triples in the
personalized knowledge path, the algorithm inputs them into
the cognitive level recognition model to predict the cognitive
level with the highest score to ask the knowledge, and further
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enhance the controllability of question generation.

Fig. 3. Cognitive hierarchy recognition model structure dia-
gram.

3.6 Prompt construction
A detailed instruction for question sequence generation is

first defined. Secondly, for the target questions raised by the
students, the personalized knowledge path is retrieved in the
course knowledge graph according to the scheme described in
3.4. The description of each knowledge point is composed of
its label and attribute. Assuming that the length of the retrieved
knowledge path is n, there are 2n serialized knowledge points,
including original knowledge points on n shortest paths, n−1
triplets in the knowledge path (including the main path and by-
pass) and the target questions raised by the student. Based on
this part, the prompt can control the number of sub-questions
in the question sequence. For these 2n knowledge descriptions,
the cognitive level is given respectively according to 3.5, and
the common question words (see Table 1) corresponding to
each cognitive level (Conklin, 2005) are are added into the
instruction, which controls the question formulation.

Table 1. Statistics of the 40 questions proposed by students.

Cognitive level Representative question words

Remembering recognize, recall

Understanding Interpret, summarize, exemplify

Applying execute, implement, use

Analyzing differentiate, organize

Evaluating check, judge

Creating produce, design

To sum up, this section summarizes the prompt method
which makes the question sequence path-manageable, number-
controllable and questioning-reliable. The prompt construction
scheme is shown in Fig. 4.

Fig. 4. Overview of prompt construction.

3.7 Q&A interactive algorithm
The Least-to-Most Prompting is highly related to the idea

of this paper, including two stages: problem decomposition
and sequential answering of sub-questions. However, this
method only injects human thinking into the prompt, and
the generation and answer of sub-questions are completely
done by the model independently, which is easy to cause
error accumulation. In addition, the special use of LLMs
as chatbots also provides students with the possibility to
participate in multi-round dialogue, similar to the discussion
between students and teachers in daily learning. If humans
can engage in the reasoning process of the LLM, they can
identify and correct errors in the model’s output timely.
Furthermore, the model can assess the merits of human re-
sponses, thereby facilitating mutual guidance and collaborative
exploration between humans and AI. This approach helps to
promote the effective solution of the problem. The same is
true in the education field. Students should keep thinking and
output while receiving new knowledge, and students who can
maintain frequent communication with teachers usually have
a stronger grasp of knowledge.

In summary, based on the Least-to-Most Prompting, this
paper makes adaptive improvements to the Q&A interaction
algorithm, allowing students to participate in the reasoning
process of the LLM, so that students can learn in the process
of interacting with AI. The comparison diagram between the
improved prompt scheme and Least-to-Most is shown in Fig.
5.

The aforementioned process serves as a framework through
which the LLM can identify models that have demonstrated
proficiency in in-context learning and logical reasoning.

GLM-4 has been demonstrated proficiency in comprehend-
ing complex contexts and logical relationships, and it matches
or even surpasses GPT-4 on multiple tasks (GLM et al., 2024).
Moreover, a substantial quantity of Chinese data was used
to train the GLM-4 (Yang, Li, & Li, 2022), so it attains a
superior understanding of the Chinese context and the capacity
to generate more authentic and accurate Chinese text. For the
above reasons, GLM-4 is chosen as the LLM in the framework,
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which was launched by Zhipu AI in January 2024, as the
foundation model, inputs the prompt, generates a heuristic
question sequence, and engages in continuous interaction with
students to guide them to solve their doubts step by step.

4. Experiments

4.1 Problem generation performance
In order to measure the language quality of generated

questions, two indexes, Perplexity and Diversity, are selected
in this paper. A low Perplexity indicates better coherence, with
values ranging from 0 to +∞. For Diversity, we report Distinct-
2 (Li et al., 2016), which represents the lexical diversity of the
generated questions by calculating the average of different 2-
gram words in the generated problems. Distinct-2 is calculated
as shown in formula (8).

Distinct-2 =
Count(unique(2-gram))

Count(2-gram)
(8)

Where, “Count(unique(2-gram))” represents the number of
unrepeated 2-gram words in the generated text, and “Count(2-
gram)” represents the total number of 2-gram words in the
text.

Beyond that, we argue that the security of question gen-
eration is significant for educational applications. Therefore,
the Perspective API (Lees et al., 2022) is used in this paper to
report the Toxicity of the generated questions, ranging from 0
to 1. The higher the Toxicity, the stronger the probability that
the text contains an inappropriate expression.

To fully verify the importance and specific contribution
of each part of the prompt construction algorithm adopted in
this paper, based on the above metrics, this paper reviews the
following methods: (1) the proposed prompt, (2) a prompt
that does not retrieve personalized knowledge path (Prompt
w/o. RAG), (3) prompt that does not contain examples, (4)
prompt that do not include either (prompt w/o. RAG &
Example). As for test data, 40 questions including “What do
I need to pay attention to when building a class diagram?”
raised by students in the learning of software engineering are
selected, with the basic statistical information presented in
Table 2. The questions are input into our algorithm to generate
corresponding heuristic question sequences. Ultimately, a total
of 327 sub-questions including “Summarize what basic ele-
ments a class consists of” were obtained. The number of sub-
questions is determined by the knowledge paths obtained from
the RAG to ensure the variables are controlled for fairness
in the experimental comparisons. The evaluation results on
all sub-problems are shown in Table 3. The prompt design
studied in this paper has a low degree of confusion, and the
information retrieval and demonstration examples only lose
about 3.1% of the diversity level, indicating that the system has
a rich vocabulary expression while ensuring that the generated
problems are more easily understood by humans.

4.2 User study
To verify the performance of the heuristic problem se-

quence generation algorithm in real scenarios and explore
whether it can help students solve their doubts through inde-

pendent learning, we invited 20 students who took the course
“Software Engineering” to carry out a preliminary user study,
aiming to provide a reference for the optimization direction of
the subsequent upgrade of this work. oncerning the manual
evaluation conducted by (Wang et al., 2022) and the user
survey designed by (Abu-Rasheed et al, 2024), we design the
following statement list combined with this special scenario
to make an adaptive supplement.

SQ1: I’m satisfied with the design of this chatbot.
SQ2: I’m satisfied with the quality of the generated ques-

tions.
SQ3: The generated question sequence keeps me going.
SQ4: I’m satisfied with the responsiveness of the algorithm.
SQ5: The generated questions are basically answerable.
SQ6: The generated questions can inspire me to think for

myself.
SQ7: The chatbot asks questions with correct syntax.
SQ8: The first sub-question the chatbot asks me is based

on the knowledge I’m familiar with.
SQ9: Through Q&A interaction, the chatbot can help me

solve my original questions.
SQ10: The question sequence that the chatbot asks me is

logically progressive.
SQ11: Based on my answers to the sub-questions, the

chatbot can make correct judgments.
SQ12: After trying it out, I would like to continue using

the system as a learning aid.
On this basis, Likert scales (Joshi et al., 2015) were used

to record the user’s feedback on each statement, that is,
each statement have five options: strongly disagree, disagree,
uncertain, agree and strongly agree, corresponding to the score
of 1, 2, 3, 4 and 5 given by the user. Before students can ask
the chatbot questions, they are first asked to complete chapter
quizzes that allow the algorithm to assess students’ knowledge
level. Research result is shown in Fig. 6.

Fig. 6. User study result of our chatbot.

There are four statements with an average score of more
than 4.5 points, indicating that there are few grammatical
errors in the generated questions (SQ7). The vast majority of
students are satisfied with the chatbot (SQ1) and believe that
the system can effectively inspire their self-thinking (SQ6).
Also, they are willing to continue to use this system to assist
their daily learning (SQ12). Moreover, the average score of
six statements is between 4 and 4.5, indicating that students
were generally able to approve of the quality (SQ2) and
answerability (SQ5) of the generated questions. The generated
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Table 2. Ablation experiment of prompt construction.

Prompt Construction Method Perplexity↓ Diversity↑ Toxicity↓

Prompt w/o. RAG & Example 46.952 0.924 0.126

Prompt w/o. RAG 37.854 0.917 0.112

Prompt w/o. Example 35.226 0.892 0.139

Prompt 27.581 0.896 0.093

Table 3. Statistics of the 40 questions proposed by students.

Average tokens
Number of tokens for the Number of tokens for the

shortest sentence longest sentence

16.43 12 37

questions are in line with the student’s knowledge level (SQ8)
and cognitive load, which enables students to consistently
answer the questions according to the chatbot’s inspiration
(SQ3). At the same time, in response to the doubts originally
raised by students, the system is capable of generating a series
of progressive questions (SQ10) to inspire students to solve
their doubts step by step (SQ9).

Because the response time to generate questions for stu-
dents depends on many factors. Especially, the retrieval of
personalized knowledge paths and the response of LLM’s
API are time-consuming. Therefore, it is reasonable that our
chatbot has poor satisfaction with the response speed (SQ4),
and we will continue optimizing the inference speed of the
algorithm in the future. Furthermore, the outcomes of users’
feedback on SQ11 demonstrate that the simultaneous input
of questions, answers generated by the LLM, and students’
responses into the LLM to make correct or incorrect judgments
did not yield the desired results. Consequently, our subsequent
research should investigate whether the injection of more
detailed domain knowledge into the model can effectively
address the issue.

5. Conclusion and future work

5.1 Conclusion
In this paper, a heuristic question sequence generation

algorithm based on retrieval augmentation is proposed and de-
veloped into a chatbot. In response to students’ questions about
the course, the chatbot can synthesize students’ knowledge
mastery and course organization structure to build scaffolding,
generate question sequences that inspire students to think
independently and guide students to solve their doubts by
gradually answering sub-questions. The works done in this
paper are summarized as follows:

(1) Automatic planning of personalized knowledge path
Taking “Software Engineering” as an example, this paper

constructs the course knowledge graph based on the syllabus
and designs an automatic assessment algorithm for students’
knowledge level. Aiming at the target questions raised by
students, this paper utilized a question-knowledge matching
model trained through three stages to identify the target

knowledge point in the knowledge graph. Moreover, the most
relevant knowledge point mastered by the students is searched
as the starting point, and a personalized knowledge path that
can reach the target knowledge point will be planned according
to Dijkstra.

(2)The combination and improvement of prompting strate-
gies

In this paper, the Least-to-Most are combined with the
retrieval enhancement of personalized knowledge paths, and
the information such as task description, reasoning example,
knowledge path, and Bloom cognitive level are combined to
form the context, prompting the LLM to generate question
sequence. This allows the heuristic process to be explained
and tailored to different students’ learning states. Concurrently,
an interactive Q&A algorithm is designed, so that the chatbot
can output each sub-question in order, and students answer
it in turn, building a multi-round dialogue learning mode of
collaborative exploration.

(3) Development and verification of intelligent tutoring
chatbot

The question sequence generation algorithm is embodied
in a chatbot, and the effectiveness of the algorithm is verified
from the two perspectives: experimental comparison and user
study. The experimental results demonstrate that retrieval
augmentation and demonstration examples can reduce the
confusion of the LLM’s generated questions. Furthermore, the
user feedback indicates that our chatbot can inspire students
to solve their doubts and generate question sequences with
progressive relations.

5.2 Future work
The heuristic question sequence generation algorithm pro-

posed in this paper is capable of fulfilling the functions of
chapter tests, knowledge level assessment, question generation,
etc. It is expected to play a more prominent role in the
future educational practices. However, there are still numerous
details to be addressed such as feature selection, response
time, multidisciplinary integration, evaluation mechanism, and
so on. For instance, in future work, students’ learning be-
haviors such as watching videos and language feature such
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Fig. 5. Comparison diagram between Least-to-Most and ours.

as the context of students’ questions can also be utilized
as characteristics to assess students’ mastery of knowledge
points, thereby providing a more diverse and accurate means
of evaluating knowledge levels and generating questions. By
analyzing students’ emotions, motivations, and learning styles,
the algorithm can generate question sequences that are more
consistent with the principles of educational psychology, thus
promoting students’ learning more effectively. In addition, we
intend to design a long-term, multi-dimensional assessment
framework, including regular learning outcome tests, follow-
up surveys of students’ emotions and attitudes, and data
collection through case studies in real teaching scenarios.

To sum up, this paper is just the beginning, and the
heuristic question sequence generation algorithm has a large
optimization space in multiple directions, which is an exciting
research direction. Through iterative optimization, our work is
expected to help learners improve higher-order thinking and
promote high-quality education.
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